Need for precise nuclear structure data for reactor studies

Greg Henning, Abdelhazize Chebboubi, Cyrille De Saint-Jean, Magali Estienne, Muriel Fallot, Lydie Giot, Maëlle Kereno, Olivier Litaize, Xavier Mougeot, Amanda Porta, Olivier Serot, and Vanessa Vallet

Received: 28 November 2023 / Received in final form: 14 March 2024 / Accepted: 22 April 2024

Abstract. This paper highlights the strong need for precise nuclear structure and decay data measurements in order to perform high-quality modelling on nuclear reactors and other applications. The context of nuclear data evaluation, as well as the importance of low uncertainty evaluations, will be first presented. The importance of such data for interpreting nuclear data experimental measurements is stressed throughout. To demonstrate this, we will explain how mass and charge-dependent fission yields, decay data (in particular for the purpose of residual heat calculations), and inelastic neutrons scattering cross section rely on nuclear structure and decay information and how new and higher quality in such data can lead to improved accuracy in the precision of evaluated nuclear data.

1 Motivations

This paper is written by researchers involved in the NACRE project (le Noyaux Au Coeur du RéactEur, Nucleus at the heart of the reactor), founded by the French NEEDS multi-partners and inter-disciplinary framework between the CNRS, CEA, IRSN, ANDRA, EDF, Framatome Orano, and BRGM. NACRE aims to improve evaluated nuclear data for reactor applications by developing new experimental and evaluation techniques and better uncertainty control for cross sections, fission products, and their decay. Within the scope of our respective work, we realized that experimental nuclear data (such as cross sections, fission yields, decay parameters, etc.) typically uses some nuclear structure information (e.g. γ intensity, level existence and their excitation energy, spin, and parity) to interpret experimental measurements (for example, when estimating a cross-section starting from a partial (n, n' γ) cross-section – see Sect. 2.4). Additionally, during the evaluation process, the same structure and decay data may also be used as input to modeling codes. In this paper, we differentiate between nuclear data, meaning cross sections (integral or differential), fission fragments yields, decay energy, . . . that are often gathered into evaluated databases, and nuclear structure and decay data, i.e. nuclei’s level scheme, lifetime, and decay scheme. Therefore, nuclear structure and decay data have a double impact on evaluation precision: first when interpreting the experimental data that is used in the evaluation process, and second when used as a parameter in the evaluation itself.

All this structure information comes with uncertainty (although, in some cases, the uncertainty may not even be known or quoted). Therefore, the precision of experimentally obtained nuclear data is directly impacted, regardless of how well the measurement is performed.

As the nuclear reactor application studies need an extra level of precision that is not yet reached [1,2], one needs to lower the uncertainties on structure and decay data, so that it reflects directly on the precision of experimentally derived nuclear data.

The first and most important step regarding this issue is to be careful when interpreting experimental results depending on nuclear structure data, and express them in such a way that they can be easily updated if new structure information is made available. Additionally, the impact of structure uncertainty (such as unknown level spin and parity, high uncertainty on transitions branching ratios) on the derived nuclear data must be studied and quantified (via sensitivity studies), so that improvement on structure data can be planned accordingly.

The NACRE project was instrumental in revealing the shared issue of the limited precision in nuclear structure...
and decay data for the wider community of nuclear data for reactor applications. The aim of this paper is to stimulate the interest of the nuclear structure and decay measurement community to perform dedicated experiments, and afterward propagate the obtained new structure data into better evaluation.

The following sections present some of these structure data sticking points and the expected improvement from new structure measurements for nuclear data.

2 Case studies

2.1 Fission products yields

Historically, independent fission product yields $Y(A, Z)$, where $A$ is the isotope mass and $Z$ its nuclear charge, are one of the first observables to be measured after the nuclear fission process was discovered [3,4]. For many years, these quantities were considered a probe of the nuclear fission process and allowed the testing of numerous theoretical hypotheses [5–13]. Fission yields are also mandatory for decay heat calculations [14], spent fuel compositions [15], or prediction of neutron poisons and beta-delayed neutron precursors which permit reactor control for instance. They are involved in more fundamental physics questions such as the so-called “antineutrino reactor anomaly” [16,17].

For the last decade, the French Alternative Energies and Atomic Energy Commission (CEA), in collaboration with the Institut Laue-Langevin (ILL) and the Laboratory of Subatomic Physics and Cosmology (LPSC) has developed an experimental program for measuring independent fission product yields [18], fission product mass yields [19] and isomeric fission product yields [20] with the LOHENGRIN recoil spectrometer at the ILL. The spectrometer has been in operation since the mid 1970s [21]. It is a combination of a dipole magnet, an electric condenser, and a reverse energy dispersion magnet added in the 1990s [22]. Fission products coming from a fissile target placed near the core of the ILL reactor are selected through these three deflectors according to their ratio $A/q$ and $E_k/q$ with $A$, $q$, and $E_k$ the fission product mass, ionic charge, and kinetic energy respectively. An ionization chamber is generally used to determine the fission product mass. By using High Purity Germanium detectors (HPGe) it is possible to have a clear identification of fission products. Indeed, fission products are mainly radioactive and decay through $\beta^-$ transitions, followed by a specific $\gamma$ cascade. Then, knowing the nuclide, its nuclear charge $Z$ can be derived.

Since the selection of fission products is made through the ratio $A/q$ and $E_k/q$, to assess $Y(A, Z)$, all the kinetic energies and ionic charges possible should be measured. However, due to limited beam time, target lifetime, and the spectrometer resolution, such consideration is not realistic. Therefore, a specific data-taking procedure has been developed in order to measure with the best accuracy $Y(A, Z)$. Eight HPGe surround a vacuum chamber with movable tape inside. First, the background of the experimental setup is measured. Next, a beam with the selected $A$, $q$, $E_k$ triplet is implanted and data are recorded for 20–30 min. Third, implantation is stopped the tape is moved a few meters away, and the procedure is restarted from the first step by measuring the background. This background mainly comes from the decay of fission products implanted directly on the walls of the vacuum chamber instead of the movable tape.

The analysis procedure to go from the $\gamma$-rays count rate to the independent fission product yield is complicated and involves additional kinetic energy and ionic charge distribution measurements. Nonetheless, one of the major uncertainties on $Y(A, Z)$ comes from decay data, namely the $\gamma$ intensity $I_{\gamma}$. This quantity is taken in the nuclear databases and can be written as $I_{\gamma} = I_{\gamma}^{rel} I_{\gamma}^{norm}$ where $I_{\gamma}^{rel}$ is a relative factor which is independent of one $\gamma$-ray to another (for the same cascade) and $I_{\gamma}^{norm}$ a normalization factor which is common for each $\gamma$-ray of a single cascade. For instance, $I_{\gamma}^{norm} = 0.0826 (70)$ for the $\beta^-$ decay of $^{139}\text{I}$ [23]. Figure 1 shows the impact of the latter on the $Y(A, Z)$ for the mass $A = 139$. We can see how reduced is the uncertainty in the case of $^{139}\text{Cs}$ when a null uncertainty (i.e. no uncertainty) on $I_{\gamma}^{norm}$ is considered. A good knowledge of this quantity is crucial for our measurements. Note that if new values of $I_{\gamma}^{norm}$ are provided, the update of our results can be provided sooner after.

The impact on the covariance matrix is also noticeable. In such studies, the correlation matrix reflects the underlying analysis procedure. In this specific case of $A = 139$, each nuclide is fed by its father or directly through the
fission process. Therefore, correlations exist only with a nuclide and its father which are related through the Bateman equations. Also, the sign of the correlation is a competition between the resolution of the Bateman equations (positive correlations) and the normalization procedure (negative correlations) (left correlation matrix of Fig. 1). However, if the uncertainty coming from $I_{\text{norm}}^\gamma$ is set to 0, all the correlations increase. For instance, we can see that the correlation between $^{139}\text{Xe}$ and $^{139}\text{I}$ is close to 1. It means that the total uncertainty of $^{139}\text{Xe}$ is mainly coming from the total uncertainty of $^{139}\text{I}$. Indeed, the correlation also reflects the weight of the independent uncertainty (typically the statistical uncertainty or here the $I_{\text{norm}}^\gamma$ term) over the total uncertainty (right correlation matrix of Fig. 1).

The required high precision can be accessed using facilities such as ISOLDE [25]. For instance, the Isolde Decay Station [26] could be used to perform high precision $\gamma$ spectroscopy by combining HPGe and $\beta$ detectors. For example, it is possible to select a given radioactive nuclide, such as $^{137}\text{Te}$. Then, the beam is implanted into a moving tape system, and put in front of the $\gamma$ and $\beta$ detectors. The decay of the mass chain $A = 137$ up to the stable nuclide $^{137}\text{Ba}$ is then recorded and the $\gamma$ intensities for each nuclide can be extracted with high precision. The absolute values are derived with respect to $^{137}\text{Cs}$, for which nuclear data are well known. Such an experiment would allow us to improve the knowledge of the nuclear structure data and therefore the precision of the independent fission yields measured with the LOHENGRIN spectrometer.

Up to now, the lowest statistical uncertainty in LOHENGRIN data is about 5%. Therefore, if the uncertainties from the nuclear database are of this order of magnitude, an uncertainty reduced by 3–10% on the fission product independent yield is expected. A recent calculation on the total dose rate and its uncertainty in specific areas of Nuclear Power Plants within accidental conditions [27] have shown the importance of fission product independent yields. Especially, the reduction of the uncertainty is directly related to this latter quantity. For instance, a reduction of uncertainty by a factor of 5 on the independent yield of $^{136}\text{Cs}$ induces a reduction of about 15% in the uncertainty of the total dose rate of $^{136}\text{Cs}$.

Moreover, it is well known that the variance-covariance matrix of evaluated fission yields has a major impact on nuclear reactor quantities such as the uncertainty of decay heat [28–30]. This is illustrated in Figure 2 where the decay heat uncertainty of a single fuel pin of a UOX fuel at 45 GWd/t is calculated with the JEFF-3.3 database [24] as a reference and by using a new $^{235}\text{U}(n_{\text{th}}, f)$ fission yield evaluation [31–33] which produces a coherent variance-covariance matrix. When only the propagation of the variances is accounted for, a global uncertainty reduction of about 0.1%–0.5% can be observed over the whole time range i.e. from 1 s to 9.5 $\times$ $10^6$ s ($\approx$300 years). Taking into account the full variance-covariance matrix, the total decay heat uncertainty is reduced down to about 1.5% at 30 years ($\approx$9.5 $\times$ $10^8$ s), i.e. in a time range where a limited number of fission products contribute to the decay heat. It has to be noted that the variance-covariance matrix of evaluated fission yields relies on the experimental variance-covariance matrix of measured fission yields. In addition, a stronger reduction is expected if variance-covariance matrix of $^{239,241}\text{Pu}$ fission yields is used.

Previous experiments were performed in the heavy mass region [34,35] due to the lack of data in this region. Nuclides that have been measured with LOHENGRIN and would require improvements are $^{132,136}\text{Gd}$, $^{137}\text{Te}$, $^{137,139}\text{I}$, $^{137,139,140,141}\text{Xe}$, $^{138m,139}\text{Cs}$. The central role of the $A = 139$ mass chain in the absolute normalization process necessitates specific efforts.

### 2.2 Fission process: de-excitation of fission fragments

An important aspect in the modeling of the fission process is the description of the de-excitation of primary fission fragments by neutron, gamma, and conversion electron emission. This is the aim of Monte Carlo codes such as FREYA [36], CGMF [37], or FIFRELIN [38]. In FIFRELIN, the RIPL-3 database [39,40] is used at low energy for describing the nuclear level scheme. Unfortunately, fission fragments are neutron-rich nuclei and some of them are poorly known (especially before neutron emission, right after fission). At high energy (from keV to MeV, depending on the nucleus) the level scheme is completed with energy-, spin- and parity-dependent level density models. De-excitation is performed through a Hauser-Feshbach algorithm using photon strength functions, neutron transmission coefficients, and internal
conversion coefficients. Details can be found in the literature \cite{38,41} and references therein.

Table 1 is an example of such nuclei. Good knowledge of the level scheme for gamma and electron de-excitation is mandatory for the low mass range of those neutron-rich nuclei (low mass isotopes). For very neutron-rich nuclei (isotopes with higher masses), the de-excitation proceeds by neutron emission, and then another ingredient is even more sensitive to the details of the level scheme: the neutron transmission coefficient calculated from an optical potential parametrization specifically dedicated to deformed neutron-rich nuclei.

Improved knowledge of the nuclear level scheme has already allowed us to better infer the reliability of nuclear model parameters used in the de-excitation process \cite{42,43}. As an example, recent improvements have been obtained for neutron-rich krypton isotopes $^{90-95}$Kr located in the low $Z$ boundary of the $A \approx 100$ region and odd-mass neutron-rich bromine isotopes $^{87-98}$Br \cite{44}. Finally, even a simple spin assignment can be an important upgrade because if only the energy position of a given level is known, the spin/parity has to be sampled from a spin distribution accounting for a spin cut-off parameter, which is an additional model parameter.

2.3 Decay data

Nuclear decay data plays a crucial role in the field of nuclear engineering, as it provides detailed information about the properties of different isotopes. Indeed, fission products in a reactor generate huge quantities of secondary particles like alpha particles, beta electrons, antineutrinos, and gamma rays. A detailed budget of these emissions is used to predict the behavior of fuel in a reactor, as well as to understand the reactions that take place within. Nuclear decay data can also be used to determine the rate of fuel burnup and to identify the specific isotopes that are present in the reactor at any given time. Additionally, decay data is used in the design of radiation shielding and the prediction of the long-term behavior of nuclear waste.

Accurate and reliable nuclear decay data are thus essential for the reactor community, but also in fundamental physics, radiotherapy and dosimetry, radionuclide metrology, or radioprotection studies. For each isotope, nuclear structure information has to be established at the best of knowledge at the moment of the evaluation: decay scheme and branching ratios; total and partial half-lives; level spins, parities, half-lives, and energies; transition types; emission processes and their intensities; mean and total decay energies; and atomic radiations. Each recommended quantity must be associated with an uncertainty, carefully determined.

Taking into account all the available literature, evaluators have to deal with a wide variety of physical processes and experimental techniques. Ultimately, the quality of the recommended decay data is highly correlated to the accuracy and reliability of the published measurements of nuclear structure data. However, some of the recommended quantities must be taken from theory when no experimental data is available. Nuclear decay data would thus also benefit from improved theoretical predictions of nuclear structure.

The recommended data from the Decay Data Evaluation Project (DDEP) \cite{45} were incorporated into the current version (3.3) of the Joint Evaluated Fission and Fusion (JEFF) file project of the OECD Nuclear Energy Agency \cite{46}. The evaluators are in demand of users’ feedback on the recommended decay data. In the past, evaluations of the decays from $^{148}$Sm, $^{149}$Pm, two important reactor poisons \cite{47}, and from four radioactive xenon isotopes ($^{131m,133,135m,135}$Xe) used in nuclear explosion monitoring \cite{48} were driven by users’ needs. A priority list of isotopes that are the most critical to evaluate would be very valuable. Regarding fuel cycle applications, a priority list of radionuclides whose nuclear data needs improvements is proposed in Table 2. A detailed comparison between international libraries of the nuclear data of the most important nuclides involved in decay heat between 1 year and 100 years of cooling is also proposed in \cite{49} (for other listings, see \cite{50,51}).

Recently, $^{239}$Np decay, an important isotope in the decay heat process, has been identified for re-evaluation \cite{52}. The latest DDEP evaluation was completed in 2006 with 14 beta transitions and 39 gamma transitions \cite{53}, and new measurements have been published since then that could significantly influence the decay scheme. Similarly, $^{129m}$Sn decay would need to be re-evaluated. This isotope is the main precursor of $^{129}$I, which is the most important isotope in gaseous discharges from nuclear fuel reprocessing plants. The decay of $^{129m}$Sn has not been evaluated yet by DDEP and in the 2014 ENSDF (Evaluated Nuclear Structure Data File) evaluation, the procedure that established the 47 beta transitions and the 97 gamma transitions is poorly documented. A new analysis of the available literature would allow the recommendation of specific measurements for the most critical quantities in establishing the decay scheme.

<table>
<thead>
<tr>
<th>$Z$</th>
<th>Symbol</th>
<th>Mass range</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>Br</td>
<td>84, 86, 88–90</td>
</tr>
<tr>
<td>36</td>
<td>Kr</td>
<td>93</td>
</tr>
<tr>
<td>37</td>
<td>Rb</td>
<td>93–95</td>
</tr>
<tr>
<td>38</td>
<td>Sr</td>
<td>100</td>
</tr>
<tr>
<td>39</td>
<td>Y</td>
<td>102</td>
</tr>
<tr>
<td>40</td>
<td>Zr</td>
<td>103</td>
</tr>
<tr>
<td>41</td>
<td>Nb</td>
<td>102, 104, 105</td>
</tr>
<tr>
<td>51</td>
<td>Sb</td>
<td>133</td>
</tr>
<tr>
<td>52</td>
<td>Te</td>
<td>137</td>
</tr>
<tr>
<td>53</td>
<td>I</td>
<td>136–139</td>
</tr>
<tr>
<td>54</td>
<td>Xe</td>
<td>141</td>
</tr>
<tr>
<td>55</td>
<td>Cs</td>
<td>144</td>
</tr>
<tr>
<td>56</td>
<td>Ba</td>
<td>147</td>
</tr>
</tbody>
</table>
Table 2. List of important isotopes for fuel cycle applications and that would benefit from a re-evaluation of their decay data.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Issue</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{239}$Np</td>
<td>Decay heat, dose rate</td>
<td>Need for re-evaluation of decay data.</td>
</tr>
<tr>
<td>$^{242}$Cm</td>
<td>Decay heat (very important contributor to MOX decay heat before 2 years)</td>
<td>Discrepancy on its decay energy uncertainties between the libraries (1 order of magnitude between JEFF-3.3 and ENDF/B-VIII.0). The branching ratios $^{242}$Am to $^{242}$Cm by $\beta^-$ decay is also very important. No uncertainty given in JEFF-3.3. (0.6% in JEFF-3.1.1, 0.3% in ENDF/B-VIII.0).</td>
</tr>
<tr>
<td>$^{129}$I</td>
<td>Reprocessing</td>
<td>Re-evaluation of the $^{129m}$Sn precursor of the $^{129}$I.</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>Decay heat (+precursor of $^{137m}$Ba), burnup estimator</td>
<td>The $\beta^-$ branching $^{137}$Cs to $^{137m}$Ba is important, no uncertainty given in JEFF-3.3 (0.9436) and inconsistency with ENDF/B-VIII.0 (0.947 ± 0.002). The $\beta^-$ branching of $^{137}$Te to $^{137}$I, precursor of the Cs and Ba is given as 0.971 in JEFF-3.3 without uncertainty (nor in ENDF/B-VIII.0).</td>
</tr>
<tr>
<td>$^{144}$Ce</td>
<td>Decay heat (+precursor of $^{144}$Pr)</td>
<td>Discrepancies on the mean beta decay energy (~4% not covered by the uncertainties) and missing uncertainty for the branching $^{144}$Ce to $^{144}$Pr. Discrepancies on the $^{144}$Pr mean beta decay energy uncertainty by one order of magnitude between JEFF-3.3 and ENDF/B-VIII.0.</td>
</tr>
<tr>
<td>$^{90}$Sr</td>
<td>Decay heat</td>
<td>The mean beta energy has been increased from JEFF-3.1.1 $(174.0 \pm 0.5)$ keV to JEFF-3.3 $(193.5 \pm 0.5)$ keV and $(195.8 \pm 0.8)$ keV for ENDF/B-VIII.0. The last DDEP evaluation was in 2005. Mean decay energy uncertainties to consolidate, discrepancies between libraries. No uncertainty associated to decay mean energies.</td>
</tr>
<tr>
<td>$^{140}$La, $^{132}$I, $^{238}$Pu, $^{144}$Pr</td>
<td>Decay heat</td>
<td>Mean decay energy uncertainties to consolidate, discrepancies between libraries. No uncertainty associated to decay mean energies.</td>
</tr>
<tr>
<td>$^{102,103}$Nb, $^{139}$Xe</td>
<td>Decay heat</td>
<td>Mean decay energy uncertainties to consolidate, discrepancies between libraries. No uncertainty associated to decay mean energies.</td>
</tr>
<tr>
<td>$^{131m}$Te</td>
<td>Dose rate</td>
<td>Half-life, deposited energy.</td>
</tr>
<tr>
<td>$^{136}$Cs</td>
<td>Dose rate</td>
<td>Deposited energy.</td>
</tr>
</tbody>
</table>

Both mean values and uncertainties, well established and controlled, are needed to ensure the right level of safety margins. Nuclear data uncertainties are propagated through depletion calculations, and the quality and accuracy of the results depend on the completeness and quality of the nuclear data covariances (variances and correlations between nuclear data) [54]. By doing so, sensitivity profiles of quantities of interest to nuclear data are also established. Those sensitivity profiles are useful to provide feedback to the evaluators or to identify nuclear data to improve. Sensitivity profiles may be established by direct perturbation of the nuclear data in the input nuclear data libraries [55] or by perturbation theory [56].

Until recently, the main contributors to the global uncertainty budget were the independent fission yield uncertainties due to the lack of covariance matrix taking into account experimental correlations, models, and physical constraints. For the next JEFF database release, complete covariance matrices will be provided at least for $^{235}$U$(n_{th},f)$ and $^{239}$Pu$(n_{th},f)$ fission yields. Therefore, the variance that arises from decay data will increase proportionally in the global uncertainty budget.

In the near future, the decay data evaluators will have to face a difficult challenge in integrating the measurements of beta and gamma decays using the Total Absorption Gamma-ray Spectroscopy (TAGS) technique. Some decay schemes are known to be affected by the Pandemonium effect that comes from the use of Germanium detectors. The low intrinsic and geometrical detection efficiency of this technique is not adapted to high-energy $Q$-value nuclei with high-density level schemes: the probability of detecting high-energy gammas or the total gamma cascade from high-energy excited levels of the daughter nucleus is very low. This leads to an underestimation of the total gamma energy with an overestimation of $\beta$ transition intensities of the low-lying energy levels of the daughter isotopes [57]. The TAGS technique is complementary to high-resolution spectroscopy and allows the establishment of Pandemonium-free decay schemes thanks to a very high detection efficiency for the emitted gamma rays [58]. This technique has proven its ability to measure $\beta$-intensity from high excitation energy states even in the case of beta-delayed neutron emitters where the measurements showed a gamma/neutrons emission competition above the neutron emission threshold [59]. The main constraint
of this technique is the limited energy resolution of the scintillation crystals. The (NA)²STARS Project [60] is an upgrade of present TAGS detectors with LaBr₃ crystals. This will allow us to associate a better energy resolution to the present high detection efficiency with a very good time resolution which will allow for gamma/neutron discrimination. This second-generation TAGS detector will be capable of measuring the beta decay properties of even more exotic nuclei.

In the latest JEFF-3.3 library, the mean beta and gamma decay energies of nine isotopes (¹⁰⁴,¹⁰⁵,¹⁰⁶,¹⁰⁷Tc, ⁸⁷,⁸⁸Br, ⁹²,⁹³Rb and ¹⁰⁵Mo) resulting from the analysis of TAGS experiments and a re-evaluation of their decay schemes [61–63] was also added. The decay data of these isotopes were identified as possibly suffering from the Pandemonium effect. The new values differ from 10 to 40% with the previous JEFF-3.1.1 data and their uncertainties were strongly reduced.

As an example, the JEFF-3.3 library was tested on elementary fission burst experiments of ²³⁹Pu in a thermal spectrum. Those experiments consist of irradiating a sample of a given fissile isotope with a neutron flux and measuring the decay power emitted by fission products following the irradiation. Calculations were performed with the DARWIN2.3 package [64], as illustrated in Figure 3 and compared to Dickens measurements [65]. The analysis of the results emphasized a clear improvement of the gamma heat following fission of ²³⁹Pu between 10 and 5000 s thanks to new TAGS data. Calculation-to-measurement discrepancies on the gamma contribution in this time range are comprised between [−15%; 5%] with JEFF-3.1.1 and between [−5%; −1%] with JEFF-3.3, given that the experimental uncertainty is about 3% at one standard deviation.

More interesting for the fuel cycle is the comparison of fission burst experiments with long irradiation times, which are more similar to real spent fuel. This is illustrated by Figure 4 on the Friesenhahn experiment [66] which consists of the measurement of the beta, gamma, and total heat following a one-day irradiation of a sample of almost pure ²³⁹Pu in a thermal neutron flux. The results also show a better agreement to the experimental data with the JEFF-3.3 library, both on gamma and total heats.

Three sets of decay heat calculations of the Light Particle (ELP) and Electromagnetic (EEM) components both for ²³⁵U and ²³⁹Pu thermal fission pulses were performed using the Serpent code [67] to estimate the impact of the TAGS measurements [68]. The results are given in Figures 5 and 6. Calculations were compared to decay heat measurements on neutron pulse irradiations for single actinide targets (Dickens and Lowell) and Tobias evaluated data available in the IAEA CoNDERC database [65,69–72]. The first calculation is based on the JEFF-3.1.1 fission yields and decay sub-libraries where some TAGS data from Greenwood et al. are included.

Fig. 3. Impact of the new JEFF-3.3 decay data and fission yield library on the Dickens fission burst experiment (gamma heat on the left, total heat on the right).

Fig. 4. Performances of the JEFF-3.1.1 and JEFF-3.3 libraries on Friesenhahn fission burst experiment (irradiation time = 1 d).
235\textsuperscript{U} thermal fission decay heat as a function of cooling time obtained with the JEFF-3.1.1 and JEFF-3.3 libraries with the addition of TAGS data \cite{58,75–77}. Experimental was taken from the Co\textsuperscript{N}DERC IAEA database \cite{69}.

for the following nuclei: \textsuperscript{90,90m,91}Rb, \textsuperscript{95}Sr, \textsuperscript{139,141}Cs, \textsuperscript{143,144,145}Ba, \textsuperscript{142,143,144,145}La, \textsuperscript{143}Ce, \textsuperscript{147,148,148m,149,151}Pr, \textsuperscript{153,154,155}Nd, \textsuperscript{152,153,154,156,157,159}Pm \cite{73,74}.

A second calculation was performed with the latest release of the JEFF library, i.e. the JEFF-3.3, both for the fission yields and decay sub-libraries. The JEFF-3.3 decay sub-library includes some TAGS measurements performed at the University of Jyväskylä per the Valencia-Surrey-Subatech team for the following fission products: \textsuperscript{87,88}Br, \textsuperscript{92,94}Rb, \textsuperscript{105}Mo, \textsuperscript{104,105,106,107}Tc \cite{59,78–80}. The inclusion of these 9 nuclei where the ELP and EEM decay energies were replaced by the mean beta and gamma decay energies obtained thanks to the TAGS technique improves both the ELP and EEM components for \textsuperscript{239}Pu thermal burst in the 10–5000 s cooling range. In the last calculation (JEFF-3.3 + TAGS2023), all TAGS data published till January 2023 were added to the JEFF 3.3 decay sub-library taking the remaining TAGS data listed in Table 3 of Algora et al. \cite{58} for the following nuclei: \textsuperscript{86}Br, \textsuperscript{91,93}Rb, \textsuperscript{100,100m,101,102,102m}Nb, \textsuperscript{137}I, \textsuperscript{103}Tc and \textsuperscript{99m}Y from Guadilla et al. \cite{75} plus \textsuperscript{89,90,Kr, 89,90,90}Rb, \textsuperscript{96}Y, \textsuperscript{137,139}Xe and \textsuperscript{142}Cs from the ORNL-Warsaw Collaboration \cite{76,77}. The electromagnetic decay heat component of \textsuperscript{235}U thermal fission from 2 to 100 s cooling times is underestimated per the JEFF-3.3 and JEFF-3.3 + TAGS 2023 calculations. At cooling times above 400 s, it is rather difficult to conclude because the three sets of measurements exhibits discrepancies. The differences between the experimental sets of the electromagnetic component of decay heat for \textsuperscript{235}U thermal fission in the cooling range 300–4000 s remain unresolved to date and extra investigation will require new better quality integral measurements. The inclusion of all TAGS measurements (JEFF 3.3 + TAGS2023) leads to an underestimation of the ELP decay heat component for \textsuperscript{239}Pu thermal fission in the 10–1000 s cooling range. The ELP decay heat component of \textsuperscript{235}U thermal fission exhibits some improvement in the 10–200 s cooling range but leads to an underestimation of the 400–2000 s cooling times.

These results show the need for additional TAGS measurements of the remaining high-priority fission product lists established per NEA and IAEA \cite{81}. 

**Fig. 5.** \textsuperscript{235}U thermal fission decay heat as a function of cooling time obtained with the JEFF-3.1.1 and JEFF-3.3 libraries with the addition of TAGS data \cite{58,75–77}. Experimental was taken from the Co\textsuperscript{N}DERC IAEA database \cite{69}.

**Fig. 6.** \textsuperscript{239}Pu thermal fission decay heat as a function of cooling time obtained with the JEFF-3.1.1 and JEFF-3.3 libraries with the addition of TAGS data \cite{58,75–77}. Experimental was taken from the Co\textsuperscript{N}DERC IAEA database \cite{69}.
2.4 Inelastic scattering cross section measurements

The group at CNRS-IPHC has been measuring \((n, n' \gamma)\) cross sections using prompt \(\gamma\)-ray spectroscopy and neutron energy determination by time-of-flight for many years, and producing exclusive cross-section data [82–84] for numerous isotopes.

From the exclusive \((n, n' \gamma)\) cross sections, there are two methods to infer the total \((n, n')\) one. One may directly use level structure information to compute, by adding together weighted \(\sigma(n, n' \gamma)\) (the coefficients being driven entirely by the level scheme structure), the total \(\sigma(n, n')\) (or at least a lower or upper bound). Another method, is to use the exclusive \((n, n' \gamma)\) data to constrain the model in order to calculate accurately the total \((n, n')\) cross section. However, the calculation codes (TALYS [85,86], EMPIRE [87], Coh3 [88,89]) use nuclear structure information (level scheme, including level spins, parities, and lifetimes, as well as transition intensities and multipoles) as input to their computations. Therefore, any bias or uncertainty in nuclear structure limits the relevance of comparison between theoretical predictions and experimental values.

We identified several limitations in the current databases for nuclei of interest for the nuclear cycle. In \(^{238}\text{U}\), of the 79 \(\gamma\) transitions listed in ENSDF [90], 76\% have branching ratios (BR) information, and only 56\% are mentioned with uncertainty. A study of the sensitivity of cross section to branching ratios has been carried out using a random variation method (i.e. Monte Carlo) on \(^{235}\text{U}\) [82,83,91]. This study showed that for some \(\gamma\) rays, a strong sensitivity exists to the branching ratio of other transitions. Branching ratio sensitivity is linked to the level structure of the nucleus. However, when it concerns transitions for which the intensities have large uncertainties, or in the worst case, no tabulated value, the impact on calculated cross section, which are compared to experimental results, can be significant [91]. For example, the \(4^{+}\) level at 1056.38 keV in the level scheme of \(^{238}\text{U}\) in ENSDF [92] is listed without uncertainty on the BR of the decaying transitions. The calculated cross section for the transitions between the third and second excited states (\(6^{+}\) at 307.18 keV to \(4^{+}\) at 148.38 keV) shows a sensitivity of about 0.4\% in calculated \(\sigma\) per \% variation around the reference BR to the transitions decaying from this 1056.38 keV–\(4^{+}\) level. As the average uncertainty on BR in the \(^{238}\text{U}\) level scheme is around 10\%, we can expect about 4\% uncertainty on the \(6^{+}\) to \(4^{+}\) transitions cross section, which is too high in respect to the \(<2\%\) target.

In the same way, the analysis of \(^{232}\text{Th}(n, n' \gamma)\) experimental data [93] identified at least 8 transitions that were missing from the ENSDF database. Some were hinted by Demidov et al. [94] but not included yet in the evaluated level scheme. Additionally, some intensities are not known (absent from databases, left at zero in TALYS input files). The case of the \(4^{+}\) state at 873.0 keV is a good example: the adopted level and \(\gamma\) information lists two \(\gamma\) rays decaying from this state, only one of which has an intensity given (100, without uncertainty), the other (going to the first excited state) has no listed intensity (in TALYS input file, its BR is set to zero). However, in our measurement, we have observed three transitions decaying from this state, and their relative intensities showed that the most intense transition is the one set to 0 in the databases [93].

Finally, for the isotopes \(^{233}\text{U}\) and \(^{232}\text{U}\), we similarly found transitions with no relative intensity in the database (from the 691.42 keV \(0^{+}\) state in \(^{232}\text{U}\), or the 155.2 keV \(11/2^{+}\) state in \(^{233}\text{U}\) — intensities are evenly split between the transitions in TALYS input files). For \(^{233}\text{U}\), the 51.5 keV \(\gamma\) ray from the \(9/2^{+}\) state at 92.2 keV has its intensity quoted as \(\approx 21\) against 100 for the competing \(\gamma\) ray at 92.2 keV to the ground state. However, in the TALYS input file, the intensities listed are 100 for the 92.2 keV transition and 87 for the 51.5 keV one, raising the question of the origin of the deviation from the reference database.

These examples reflect a more general situation and similar problems exist for \(^{230}\text{Pu}\) and other actinides. The knowledge of a level scheme is often partial when considering a nucleus of interest for reactors, if not lacking essential information. The consequence is a limited ability to study and infer inelastic neutrons scaterring with a high precision, \(\gamma\) rays intensities being one of the blocking elements in improving of the reaction knowledge. There is therefore a need for new spectroscopic work to increase the knowledge of the nuclei level schemes, in order to infer the total \((n, n')\) cross section from exclusive \((n, n' \gamma)\) values.

3 Perspectives

As presented in this paper, nuclear structure information (BR, levels characteristics, ...) is key for the interpretation of many experimental data and their exploitation. The evaluation processes also rely on structure and decay data to produce the evaluated nuclear data. The remaining uncertainties on these structure data limit the accuracy of evaluations and application calculations, regardless of how precise the measurements are performed. Depending on the quantities or applications, some lists (of significant lengths) can be drawn of needed improvements in nuclear structure data.

Our working group discussed this topic during a dedicated workshop [95] that gathered members from the nuclear data and nuclear structure communities. It is our hope that this paper will prompt new measurements on nuclear structure of interest and better support from the funding agencies to the evaluation work that makes the databases alive and useful.

We first notice that structure information for nuclei of interest can often be extracted from many nuclear physics experiments, even when it is not the primary goal of the experiment. For example, a beam impinging on a target material could produce \(\gamma\) rays from scattering reactions that could be analyzed for structure information. In these cases, the structure aspect is often not pursued, and the raw data may be put away once the primary analysis is done, never looked at further. These existing, but un-analyzed and often un-catalogued data sets, have value. With a registry of such data sets, as well as an open data
policy, we could put effort in getting updated structure information from these measurements, instead of requiring beam time to perform dedicated measurements in order to get data that already exists. As an example of such case, the data from the first $\nu$-Ball campaign [96] that occurred in 2017–2018 has been identified in 2021 as a possible source of new structure information on $^{238}$U, offering answers to the questions raised in Section 2.4 regarding $(n, n'\gamma)$ cross sections [97].

Furthermore, it is noteworthy that once the nuclear structure data is obtained in an experiment, it has to be taken into account in a re-evaluation process in order to be valuable for improving information in the databases. This evaluation work takes time, and the longstanding deficit of manpower dedicated to this subject has become critical for future studies on nuclear reactors. While updating tables may not seem to be a high-impact achievement for funding agencies, we want to stress the upmost importance of updating and maintaining evaluated databases for the general community. It is a very valuable service for the entire nuclear physics field and should not be overlooked.
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